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ASYMPTOTIC (4)d JOINT NORMALITY OF SAMPLE QUANTILES*

By

Sadao Ikeda
Dept. of Economics, Soka Univ., and Dept. of Statistics, Purdue Univ.

Summary

Notions of asymptotic equivalence of probability distributions and

some of their properties are briefly presented. By applying the results

on type ()d asymptotic equivalence, asymptotic (3)d joint normality of

a set of increasing number of sample quantiles are discussed, which improves

and refines the previous work by Ideda and Matsunawa (1972).

1. Introduction

Consider two sequences of random variables (Xt;tt 0 } and 1Yt;tto0

Xt and Yt belonging to V(R t t ) for each t, where t is a parameter taking

values in a given metric space, Rt is any given abstract space, a t is a

,-field of subsets of Rt. and finally P(RtA t ) designates the class of all

rancm variables distributed over the measurable space (Rt A).

Let us consider a sequence, {eCt;t-t 0 }, of subclasses of corresponding

Rt s, and denote it by (c).

*The writing of this paper was facilitated while the author was visiting Purdue

University in part under the ONR Contract N00014-75-C=0455.

K ewords: Asymptotic theory, order statistics, normal distribution.
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Under the above situation, two kinds of notions are defined:

Definition 1.1 (a) Two sequences of random variables {Xt ;t-t 01 and

{Yt;t*to}, are said to be asymptotically equivalent in the sense of

type (C)d, and briefly denoted as

(1.1) X t .Y t(C)d,(t-to),

provided that the following condition holds:

(1.2) 6d(XtYt;Ct) E sup Ip Xt(E) - PYt(E)1,O,(t~to).
EECt

(b) The two sequences are said to be asymptotically equivalent in the

sense of type (c) r , and denoted as

(1.3) Xt Y t(C)r,(tto),

provided that x

(1.4) 6r(XtYt;c a sup IP SE) O,(t-t
EEct p t(E)

In case where (RtBt) and Ct are fixed independently of t, a weaker

notion of asymptotic equivalence is defined corresponding to each types of

the above definition. Let (Rt,Bt) = (RB) and Ct = C.

Defintion 1.2. (a) {Xt;t-t0 } and {Yt;t)t0 } are said to be asymptotically

equivalent in the sense of type ((C) d. and denoted as

(1.5) Xt -VY t((C))d , (t-to0),

provided that

(1.6) IPXt(E) - P Yt(E)j 0, (t-.t 0)

for each E belonging to c.

---------- -.L --------
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(b) The sequences are said to be asymptotically equivalent in the sense

of type ((,)I , and denoted as

(1.7) Xt V Yt ((c))r' (t-t0).

provided that

0l.8) JE -1l 0, (t~to
P Y(E)

for each E belonging to C.

Each of the four types of asymptotic equivalence defines the corresponding

type of notions of asymptotic independence and convergence. (see Ikeda 1963, 1968).

Among various types of asymptotic equivalence defined above, type (O)d

asymptotic equivalence enjoys very nice properties. By Def. 1.1, X t Y t (d,

(t-to), if and only if

x
(1.9) d(Xt,Yt;Bt) _ sup IP t(E)-p t(E)J - 0, (tto).

First we state the following:

Proposition 1.1 Let t(Z) be any given measurable transformation from (Rtat)

to (Rt, t) for each t, and put (r = t(Xt) and Yt = t(Yt ) . Then, Xt -Yt()d

implies Xt \ Yt(")d as t~tO. If, in particular, both the spaces are identical

and yt is non-singular, then Xt'\,Yt(H)d is equivalent to XktY t (B)d, as t-tO.

Proposition 1.2 Let ht(z) be a real, single valued function defined over Rt.

for each t. If elht(Xt)dl 1+6 and eht(Y)l 1+6 are both uniformly bounded in t

for some 6 > 0, then the condition Xt qYt(B)d, (t-to ), implies that

J ht(Xt) - e ht(Yt)1 - 0, (t-t0), where in general e h(X) = fR h d PX.

Some useful criteria for type (")d asymptotic equivalence have been given:

Proposition 1.3 (a) For X tY t (R)d' (t't0 ), it is sufficient that either one
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of the following conditions holds:

(1.10) min{I(Xt:Yt;At), I(Yt:Xt;At)1 0, (t+t0 ).

(1.11) min{W(Xt:Yt;At), W(Yt:Xt;At)} + 0, (t+t0 ), where {At;t-tO} is a

sequenie of subsets such that P t(A) + 1 or P t(At) l as t -+ to, and I

and W are definded by

(1.12) I(Xt:Yt;At) = ft logt dvt,

and 
t

ft

(1.13) W(Xt:Yt;At) =At gt(-t _l) 2dvt.
tt A t 9t

(b) For Xt " Yt (s)d' (t-to), it is necessary and sufficient that

(1.14) P(XtYt;At) /f tw /g td - 0, (t-*tO)

where {At. t -+ to) is the same as in (a) above.

Evaluation of approximation error, 6d(Xt,Yt; t), can be done by using

either one of the following inequalities:

Propositon 1.4

(1.15) 0 5 I-P(XtYt;Rt) 2 6(XtYt; t) { (XYt;Rt))1 2

(min{I(Xt:Yt;Rt), I(Yt:Xt;Rt)1)1/2

(minflog(l+W(X t:Y t;R t)), Iog0l+W(Y t:X t;R t)}
/ 2

(116) 6d(XtY ;t; ) :  ([I+ 4 min{l(Xt:Yt;Rt),I(Yt:Xt;Rt)}] I / 2 _I) 1/ 2

(min{I(X t:Y t;R t)MIY t:X t;R t )1 / 2.
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Recently, Matsunawa and Ikeda (1981) have obtained a necessary and

sufficient condition for X t  Yt(a.)d,(t-to) to hold in terms of the quantity

I(Xt:Yt;At).

In the following section, we shall specialize the notions of asymptotic

equivalence of type (c)d and of type ((C))d to a special set of subclasses

in real case, which are of common interest in statistics.

2. Asymptotic equivalence in real case.

Let {Xs(n s); s - -} and {Ys(n s); s - -} be two sequences of real random

variables, Xs(n s ) and Ys(n S) belonging to p(R(n ,e) (ns )), the class of all

random variables distributed over the ns-dimensional Euclidean space, R(ns),

with the usual Borel field 8(n s)

We take the following sequences of subclasses:

{74(ns) s=1,2,...J. {S(n s); s=1,2,...) [A (ns) s=1,2,...),

(2.1) (n5
2.(ns); s=l,2,.... and {B(ns ); s=l,2,...),

where we have defined:

"(n) =(Z(n) - - < Zi < bi; i 1,2,..., n; b.: extended reall,

5 (n) (Z (n)1 ai Zi < bi; I = 1,2,...n; ai,bi: extended real},

(2.2) N
A(n) = Y E.(disjointsum)IEjES(n); j=l...,N; N: any positive integer},

j=1

(n) =class of all open subsets of R(n).

Among the five types of asymptotic equivalence, (7)d,(8)d,(A)d,( )d and

(f)d9 corresponding to the sequences in (2.1), the following implication relations

hold:
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In case of general basic spaces,

(2.3) {(a)d (A)d, (()d} +t_{g)d} 1_( ( 1)d1,

and in case of identical (or equal) basic spaces where (R (n, s (n) =

(R(n), "(n) ) for all s,

(2.4) {(a d9 (A)d, (.0d}-- ) { ()d,( )

where f I designates a group of equivalent notions,- "imply", and *-

"not necessarily imply, counter example shown".

Among the five weaker types of notions, the following implication diagram

is obtained:

(2.5) {(())d l {((.&))d} {((A )) d,(())d,(())

Some conditional implication relations have been also obtained (see Ikeda

1968). Note that type ((77))d convergence is equivalent to the usual in law

convergence, provided the limiting distribution is of continuous type, in

which case, it is also shown that (())d and ()d are mutually equivalent,

as in the Central Limit Theorem. Also, in many cases of in law convergence,

it turns out that the convergence is of type (a)d'

In the following section, we shall apply the type (a)d asymptotic

equivalence notion to the asymptotic normality of a set of increasing number

of selected order statistics.

3. Asymptotic (a)d joint normality of sample quantiles.

Mosteller (1946) has shown, under mild conditions, that given a spacing

O<A1 <'"<Ak <1, the corresponding set of order statistics,
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Xn,n <Xn,n2 <... <Xn,nk ni  E xn] + 1, are asymptotically jointly normally

distributed, in a sense of type ((7))d in our present terminology, with mean

vector (F -(x)d,.. .,F- 1 (X )) and covariance matrix

f 1 f2 f1fk

(3.1)

1 X2 (I-x2). X2(lxk) , f=f(F-l i)),i=l,....,
n f 2  f f

2 2 2k

X k (l Ak)

f
2

k

Later on, Weiss (1969) has tried to derive an asymptotic distribution, in a

strong sense, of a set of increasing number of sample quantiles, and has

proved a result, which is a special case of Ikeda and Matsunawa (1972).

Now, we begin with the case of uniform distribution over the unit interval,

(0,1). Let Un,l<Un,2< ... <Un,n be order statistics based on a random sample

of size n drawn from a uniform distribution over (0,1). Select k order

statistics, Un,nI <Un,n 2  "<Un,nk, and put

(3.2) Un(k) = (U n,n ,Un,n 2.... Un,n k)';

where k and (nl,n 2, . . . ,nk) may depend on n as n +

By applying the criterion (1.10), Ikeda and Matsunawa (1972) have shown

that the following theorem holds:
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Theorem 3.1 If the condition

k
(3.3) w i( ) -n 0, (n- ,

l<i<k+l

holds, then Un(k) and Zn(k) are asymptotically equivalent in the sense of

type () d as n , where Zn(k) stands for a normal random variable with

mean vector

(3.4) ( .nl n2 nk) , with -1 , i=1,2,...,k,

and covariance matrix

k l kn2(lzn2) . . . n2( _nk)

(3.5) Ln(k) n+2 n2 n2) n .

*nk 
1 Znk )

Here we have taken a covention n0=, n k=n+l.

In this case an upper bound for the quantity 6d(Un(k),Zn(k);'(k)) is

given by (1.16):

(3.6) 6d (Ukn(k);Zn;(k ; (k (Un(k):Zn(k);R(k))) 1/2

with

(3.7) I(Un(k):Zn(k);R(kQ) = wn + o (wn)-

The result obtained in Theorem 3.1 is, of course, extended to a

uniform distribution over any given finite interval, by virtue of Prop.l.l.
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Ikeda and Matsunawa (1972) have also obtained a result in case of

general basic distribution. However, the conditions there are somewhat

gloomy and not convenient to practical use. Moreover, the conditions

include a stronger condition for the spacing of (nl , n2 ...2 n k) than (3.3):

(3.8) mi ki~il 2- O, (n .

1<i<k+l

Recently, Ikeda and Nonaka (1981) have obtained a refined result, which

improves the earlier one.

Let X nj<Xn 2 <. . .<X be order statistics from a continiousn,n

distribution over the real line, whose pdf. and cdf. being given by f(x)

and F(x), respectively. Choose k out of the order statistics, and put

(3.9) Xn(k) = (XnnXnn ."Xn,n)

We shall first consider the case where the support of f(x) is identical

with the entire real line: Df =

Ther, the transformed variable

(3.10) F(Xn(k)) :(F(Xn,nliF(Xn,n2)... F(Xn,nk))'

is identically distributed with Un(k) given in (3.2), or,

(3.11) F-l(Un(k)) (F-I(UR),lF- U)... F-'(Un,nk))

is identically distributed with Xn(k).
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Let us consider a truncation of Zn(k) over the domain A(k)  Z(k)

O-z iI; i = 1,2,...,k}, and denote it by Zn(k). It is then evident that,

under the condition (3.3), Zn(k) Z Z (s3)d,(n - =). Further, let us putn iz ) (, n-) V .
(3.12) Ynk) : F1 (nk) -  F-lZnz,) F-(Zn, 2 ) .... F(Zn,k)),

and finally let Yn(k) be a normal random variable with mean vector

(3.13) Sn(k) = (snlsn2, .. Snk, with Sni Fzni), i=,2,...,k,

and covariance matrix

nl(l-'n]) 'nl (-n2) • n1(l-knk)

ni fn I n2 f n f fnk

(3.14) S =1(- 1-
n(k) n2 n2 . . . n2( -'nk)

f2  f f
n2 n2fnk

2nk(l1 nk)

nk

= D 1 (f nl ' fnk ) L n(k)D- (f k

where we have put fni = f(S ni) = f(F-l(.ni)), i=1,2,...,k.

The following diagram indicate the relations among the variables thus

difined:
U (10d z (11) d *

n(k) n(k) n(k)

(3.15) F-1 \I -F
(13)d (k)dX n(k) Y Yn(k) ? n(k)



Under the condition (3.3), it holds that Un(k) Z () and therefore,

by Prop.l.l, Xn(k) Y n(k) )d' as n . Hence, if one can show that
*

Yn(k) " Yn(k) (a)d' (n o), with possibly some additional conditions,

then it holds that X - Yn(k) d' i.e., Xn(k) would be distributed

as normal with mean vector Sn(k ) and covariance matrix Sn(k).

Ikeda and Nonaka (1981) investigated the quantity I(Yn(k):Yn(k);R(k))

for criticizing the type (a)d asymptotic equivalence between Y and Y
d n~k nd Yn(k) '

to get the following theorem.

Theorem 3.2 Suppose that the following assumptions are fulfilled:

(i) The support of f(x) is identical to the entire real line: Df = (

(ii) f(x) is twice differentiable and f"(x) is bounded and continuous over

the entire real line.

(iii) The function, y(x) z{f(x)f"(x)-f'(x)2 } / f(x)2, is bounded uniformly

for all x in (-=,w).

Then, in order that Xn(k) ' Yn(k) 63)d '(n - o)
' it is sufficient that the

following conditions are satisfied simultaneously:

k

(3.16) W kin(ni'ni 0, (n-. '),

l< i <k+l

and
5 6

4 n n
(3.17) w n max{o, n'- - } - 0, (n

n n+2' n+2

where we have put

(3.18) 2 max 2 2 2 ni f1. , i=l,2,...,k.

nli
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In case where k and ni's are fixed, the conditions (3.16) and (3.17)

are automatically fulfilled, in which case, however, the assumptions (i)-(iii)

happen to be slightly stronger than those by Mosteller (1946). In this case,

more direct calculation would be possible, which will be left open.

Ikeda and Nonaka (1981) have given a more general result than the

above theorem, which states the following result:

Theorem 3.3 Suppose that the following assumptions are fulfilled:

(i) The support of f(x) is identical to an open interval: Df = (a,b),

where a and b are extended real.

(ii) f(x) is twice differentiable and f"(x) is bounded and continuous over

(a,b).

(iii) The function, (x) ={f(x)f"(x) - f' (x)2} / f(x)2 , is bounded uniformly

for all x in (a,b).

Then, in order that Xn(k) '4 Y(k) (W)d' (n - a), it is sufficient that the

following conditions are satistied simultaneously:

k

(3.19) wn = - , n ).
ii-

l<i<k+l

5 6
(3.20) w 4nin+ 2  _, 0, (nWn °n'/n-+ n+2

and

4

(3.21) w nm [a ni2 ] 0 O, (n -+)(3.11 nli~k Imintia-Sni ,lbSnil2

It is evident that this theorem implies the result in the preceding

theorem. Also, it should be noted that, in order to obtain an error estimation

i i i i II l: "1 i - - , ._. . . . :: : _ : ' _ ., • J:
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for 6 d(X n(k)' Y n(k); 3(k) ), an evaluation of the K-L information

I(Xfl(k): Yflk;~ should be done directly.



14

References

Ikeda S. (1963). Asymptotic equivalence of probability distributions with
applications to some problems of asymptotic independence. Ann. Inst.
Stat. Math., Tokyo, 15, 87-116

Ikeda S. (1968). Asymptotic equivalence of real probability distributions.
Ann. Inst. Stat. Math., Tokyo, 20, 339-362.

Ikeda, S. and Matsunawa, T. (1972). On the uniform asymptotic joint normality
of sample quantiles. Ann. Inst. Stat. Math., Tokyo, 24, 435-449.

Ikeda, S. and Nonaka, Y. (1981). Uniform asymptotic joint normality of a
set of increasing number of sample quantiles. (not published yet).

Matsunawa, T. and Ikeda, S. (1981). Necessary and sufficient conditions
for type (B)d asymptotic equivalence with applications (not published
yet).

Mosteller, F. (1946). On the useful "inefficient" statistics. Ann. Math.
Statist., 17, 377-407.

Weiss, L. (1969). The asymptotic joint distribution of an increasing number
of sample quantiles. J. Roy. Stat. Soc., B. 30, 570-575.

--~-~- --. ... ....



U IL

llnclavifipd
SECURITY CLASSIFICATION OF THIS PAGE ("en Veo Entered)

READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM

I. REPORT VUMUER 2. GOVT ACCESSION NO. 3. RECIPIENJ'S CATALOG NUMBER

Mimeograph Series 81-20 117-1 A0. 1. __K__._

4. TITLE (and Subtitle) S. TYPE Of REPORT 6 PERIOD COVERED

Asymptotic (8)d Joint Normality of Sample Technical
Quanti es 6. PERFORMING ORG. REPORT NUMMER

Mimeo. Series 81-20
7. AUTHOR(e) S. CONTRACT OR GRANT NUMBER(s)

Sadao Ikeda ONR N0014-75-C-0455

S. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT. TASK

AREA A WORK UNIT NUMBERS

Department of Economics, Soka University and
Department of Statistics, Purdue University

It. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Office of Naval Research 3une 1981

Washington, D.C. 13. NUMBEROF PAGES
14

14. MONITORING AGENCY NAME & ADDRESS(II dillerent from Contollin Office) 15. SECURITY CLASS. (of thia report)

Unclassified

15a. OECLASSIFICATION, DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release, distribution unlimited.

17. DISTRIBUTION ST, 4ENT (of " ebetrect entered In Block 20, Ii different Irom Report)

iII. SUPPLEMENTARY rES

19. KEY WORDS (Continue on reverse side it necessary end Identify by block number)

Asymptotic theory, order statistics, normal distribution

20. AiT ACT (Continue on rovere& side It necessary and Identify by block number)

Notions of asymptotic equivalence of probability distributions and
some of their properties are briefly presented. By applying the results
on type (a)d asymptotic equivalence, asymptotic (a)-,joint normality
of a set of increasing number of smaple quantiles a discussed, which
improves and refines the previous work by Ikeda and Matsunawa (1972).

DD I ', 1473

JAN 17 Unclassified
SECURITY CLASSIFICATION OF THIS PAGE (VWel; Vete Entered'

, , , , ... ;' , "l , ] " . T , --. ,] , _ ]- . -: , i


